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Abstract—Hot-swappable devices play an important role for achieving high availability and easy maintainability in power grids, especially in substations. However, they also present a potential attack vector for malware to penetrate an otherwise highly closed system. We propose SwapGuard, a software-only solution that effectively guards a power grid system against swapped-in devices infected with malware. Built upon existing software-based attestation techniques, SwapGuard’s design can securely handle hot-swapping event and accommodate different types of devices and networks. We evaluate SwapGuard on real-world power grid devices. The experimental results show that SwapGuard incurs low overhead to the operation of the system, in terms of the additional time required before a swapped-in device starts to function, the overhead to bootstrap the whole system, and the overhead to defend against unattested devices.

I. INTRODUCTION

As a critical infrastructure that keeps our lights on and business as usual, power grids demand both high availability and easy maintainability. The hot-swappable design of many power grid devices on the market provides an important engineering means for achieving both requirements. With such a hot-swapping capability, a faulty device, e.g., an I/O processing board in a substation, can be quickly replaced with another working one that has been prepared in advance. By hot-swapping a working device into the system, one can almost instantly restore the operations of the affected power system. Hence, hot-swapping design reduces the downtime of the systems and saves maintenance staff from the trouble and challenges associated with on-site debugging and diagnosis.

Despite many of their benefits, hot-swappable devices open up a new potential attack vector to power systems. In particular, the control and communications systems of a power grid are often operated in a closed network, isolated from public network. Yet hot swapping of a malware-infected processing board into the system is tantamount to a physical attack assisted by the innocent maintenance staff. The risk of having malware-infected devices cannot be underestimated: many devices in today’s power systems are sourced from and maintained by different vendors, and they may be handled by multiple parties during the process. If malware penetrates power systems this way, it can bypass perimeter-based security defenses, such as firewalls, as those control devices inside the perimeter are supposed to be trusted.

There is a lack of effective solution to reduce the risk associated with hot-swappable devices. The prevailing signature- and heuristics-based intrusion detection solutions require substantial computing resources and frequent updates of their databases, making it difficult to deploy them in power grid systems. On the other hand, while secure hardware, e.g., Trusted Platform Modules (TPMs), can render a trusted foothold for security solutions to detect any malicious code residing in untrusted software [15], [1], [2], secure hardware features such as secure storage, access control, etc. are scarce among legacy devices in power grids.

In this work, we propose SwapGuard, a software-only solution to obtain high security assurance for hot-swappable devices. Our solution ensures that successfully verified devices are malware-free, while incurring small overhead on the operation of the power grid. The fact that it does not require the addition of any secure hardware makes it easier for adoption. Our solution leverages the existing software-based attestation techniques [19], [9], which use timing (instead of any secure hardware) to establish a root-of-trust for software integrity attestation: conceptually, if the running copy of a software has been modified, it will take extra computation time (compared to the original software) to compute a randomly-seeded checksum value over the software’s original memory content. We make three contributions in this work.

- First, we identify several key challenges in attesting hot-swappable devices in power grid systems, including the lack of secure hardware support, the need for a lightweight solution, and the need to support different types of devices.
- To address the above challenges, we design SwapGuard, a software-only solution that provides a secure and efficient way to attest swapped-in devices. SwapGuard prevents malware-affected devices from being accepted into the system and launching attacks. SwapGuard also provides an efficient simultaneous all-board attestation scheme to bootstrap the trust of the whole system.
- We implement SwapGuard on hot-swappable boards of a remote terminal unit model that is used in real-world power grid systems. Our evaluation shows that SwapGuard’s overhead is low, in terms of: 1) the small amount of time (around 2 seconds) to attest a newly swapped-in device; 2) the time to bootstrap the trust of whole system (around 2 seconds as well, thanks to the simultaneous attestation design), and 3) the overhead to secure CAN bus communication against unattested devices (around 1 millisecond of increase in round trip time).
The paper is organized as follows. Section II presents our threat model. Section III provides a brief introduction to the software-based attestation techniques that SwapGuard leverages. Section IV presents the problem setup and the challenges. Section V presents our SwapGuard solution and Section VI evaluates its performance. Section VII discusses the related work, and we conclude in Section VIII.

II. Threats Posted by Hot-Swappable Devices

Albeit being valuable for efficient failure recovery and system upgrade, hot-swappable devices can introduce a serious attack vector into the otherwise highly closed system of power grids. The replacement device hot-plugged into the power systems can potentially carry malware that has been implanted into the device via various channels, e.g., in laboratory, along the supply chain, during vendor customization, etc. Although such threats cannot be ruled out even for the original manufacturing and assembly processes of the devices, the more ad-hoc nature of post-sales maintenance and the involvement of different vendors/contractors pose a greater risk.

A. Threat Model

To study such cyber threats to hot-swappable power grid devices, we consider a concrete threat model as follows. We assume that in an operational power grid, any control device in substations can be hot-swapped with a replacement unit at any time. For identification purposes, each device has a read-only or hardware-configurable identifier, accessible to software. The control center’s computer is trusted, as it resides in a well-protected environment, where its security can be readily verified locally by the operators. As a common practice, we consider the control and communications network in the grid is closed, and only authorized devices and personnel can obtain access to it. By trusting the usual practice of stringent physical access control protocols guarding the control rooms and substations of power grids, we consider that the operators and engineers that program and install the replacement devices are not active attackers.

However, due to the malware in the vendor’s programming and testing environment, the programmed control devices can be unwittingly infected by and further spread malware. Therefore, we assume the replacement units hot-swapped into the power systems during maintenance can contain malicious software, but without any altered or added hardware components. Nevertheless, we assume the authorized personnel maintaining the devices still has an out-of-band communication channel with the control center, which cannot be tampered with by malware, e.g., an LED indicator, authenticated web applications, or even SMS. Our last assumption is that the malware that enters the power systems via the hot-swapping channel can bypass traditional perimeter security solutions, such as firewall, as well as prevailing fault detectors [13], [7].

B. Problem Worsened with CAN Bus

One popular implementation of such hot swapping devices is connecting them via a Controller Area Network (CAN) bus in a remote terminal unit (RTU) [22]. With the built-in support from CAN bus, when a new device is plugged onto the CAN bus, it can instantly start communicating with the other devices. When a device functions in an unexpected manner (e.g., becomes unresponsive), or is unplugged from the CAN bus, it can be isolated from the operations and communications of other devices on the bus.

Nevertheless, the CAN protocol is known for its inherent lack of security. For example, devices on the CAN bus do not authenticate each other, and the messages sent on the bus are visible to all nodes connected to it. This makes the CAN protocol a convenient attack vector for perpetrators who have obtained a foothold in a system to compromise other parts of the network, e.g., manipulating or shutting down the engine, braking systems, and doors of a car from a compromised car control network [16], [6].

III. Leveraging a Software-Only Approach

We leverage the technique of software-based attestation for defending against malicious hot-swappable devices.

A. Software-based Attestation in a Nutshell

Software-based attestation [19], [9] starts with a trusted verifier sending a request with a pseudorandom number (nonce) to an untrusted prover device. Based on the nonce, the prover starts a random walk over its memory and computes a checksum based on the memory content it accesses in the walk.

To attest to the verifier that it has only genuine software in the memory, the prover needs to satisfy two conditions: 1) to produce the correct checksum, and 2) to produce it within an expected amount of time. The latter is an important constraint, since otherwise a malware-infected prover may launch memory copy attacks or memory compression attacks [19], [10] that can manipulate the memory content to restore the expected values and hide the malicious code. Researchers have designed the checksum computation logic in a careful way such that any such manipulation inevitably incurs more time in computing the expected checksum.

After the checksum step succeeds, a root of trust has already been established on the prover device. Then the verifier can trustfully request the root of trust to perform further checks, such as computing a keyed hash of the content of all storage units on the device, including secondary storage.

B. Benefits of Software-based Attestation

Several features of software-based attestation make it a desirable candidate for detecting malware that penetrates via hot-swappable devices.

Low deployment overhead. Hardware-based attestation relies on secure hardware, e.g., secure storage and access control, which is scarce among legacy devices in power grids. Instead, software-based attestation can be deployed without incurring any overhead to upgrade the hardware of legacy devices, as a software patch to the devices.

High assurance. Unlike traditional security mechanisms based on signatures and heuristics that are primarily capable of detecting known malicious code and attacks, properly developed software-based attestation solutions can produce high assurance that only expected legitimate code resides on the device.
memory. This is especially important for critical infrastructures such as power grids.

Nevertheless, the development and deployment of software-based attestation for hot-swappable devices in power grid need to tackle several challenges in reality, as we will discuss next.

IV. PROBLEM SETUP & CHALLENGES

As shown in Figure 1, we consider a trusted control center verifying the authenticity of software running on hot-swappable devices in a remote substation automation system (SAS). As there is inevitable downtime during attestation, we consider the control center attests one substation at a time in isolation, e.g., with direct connection between the control center and each substation. The RTU at each SAS comprises a main board that is connected to the control center via an industrial Ethernet, and connected to a few I/O boards via the CAN bus. The I/O boards are connected to sensors and meters for measurement, as well as relays and circuit breakers for digital control. All boards of the RTU can be hot swapped. The verifier needs to detect any malware when it enters the closed network via hot-swapping during substation maintenance.

To accomplish such attestation via software-only means, several challenges need to be addressed as we elaborate below.

Hot-swapping may happen at any board, in any time. It is important to ensure that the attestation can be securely performed regardless of whether the newly plugged-in board is the main board (which can perform man-in-the-middle attack between the verifier and the other IO boards) or the I/O board (which does not directly connect to the verifier). Furthermore, we need to ensure that the new board cannot cause any physical harm before its trustworthiness is attested. For power grids, even a single piece of malicious command or false data from a malware-infected plugged-in board can cause serious damage. As discussed in Section II-B, the broadcasting nature and insecure design of CAN bus makes it rather easy for malware to send out crafted messages and impersonate others.

The requirement of low overhead and high availability. When one introduces security countermeasures to industrial control systems like power grids, it is compulsory that the new measure should reduce its impact to the system to the minimum. There should be as small as possible (if any) overhead for the system’s regular operations, especially the computing and communication capability of many legacy devices in the system are rather limited. Also, the system’s downtime (if any) should be kept as low as possible.

Proxy attacks among interconnected devices. While one can assume that the procedure requires the swapped-in devices to be inserted and attested one by one, there are cases (e.g., the initial trust bootstrapping, or major system upgrades) where all boards in the network need to be attested. As timing is a key factor in software-based attestation, a secure scheme needs to ensure that when one device is being attested, another device cannot impersonate it while retaining its malware afterwards, i.e., the proxy attack [19], [11]. The presence of devices with the same or different specifications, together with the presence of different types of networks, make the problem non-trivial to solve.

V. SWAPGUARD: ATTESTING HOT-SWAPPABLE DEVICES

To address the challenges discussed earlier, our solution SwapGuard employs several techniques. We first consider the handling of a single plugged-in device in Section V-A, then we present in Section V-B a simple yet efficient scheme for performing an all-board attestation over an entire substation automation system, so as to bootstrap the needed trust.

A. Secure and Efficient Handling of a Swapping Event

SwapGuard uses lightweight encryption and admission requests to securely handle a newly plugged-in device.

Defending against pre-attestation attacks. To prevent a plugged-in but yet-to-be-attested device from launching attacks, some form of authentication is required over communication channels. We achieve so by letting the verifier dispatches a symmetric key to a new device only after its successful attestation. The key is refreshed periodically and used to encrypt all CAN bus communications between devices. In principle, a keyed hash can be used to authenticate the messages. However, since each CAN bus frame has only 8 bytes of data field, we use a fast stream cipher HC128 [3] in this work to avoid incurring additional CAN bus frames to transmit the hash values. Beyond our proof-of-concept prototype of such a CAN encryption scheme, we can potentially adopt more comprehensive CAN bus security enhancements in future [26], [5].

When a new device $d_i'$ is hot-swapped into the system, it does not possess the correct key, without which it is unable to send proper messages to other devices. Thus, it cannot leak anything out of the closed system, send malicious commands to other existing devices, or propagate to infect other devices$^1$.

Nonetheless, the malware on $d_i'$, if any, can still launch two types of attacks. 1) It can ignore its read-only or hardware-configured identifier, and use the CAN bus address with the highest priority (i.e., with the smallest ID value) to send CAN bus messages as fast as possible, so as to jam the bus communications. 2) It can issue malicious digital signals to intelligent electronic devices (IEDs) connected to it, such as relays, which do not go through the CAN bus.

For 1), an I/O board attempting to constantly occupy the CAN bus can be detected and reported by a bridging device that is connected to both the CAN bus network and the network with the verifier. For example, the main board in

$^1$There is, however, a theoretical possibility that network drivers that are configured to ignore $d_i'$'s messages can be potentially compromised with a mal-formed message. However, we do not consider such a constrained attack vector in this paper.
Figure 1 serves as the bridging device for the whole RTU. The bridging device can promptly report to the verifier via the network that the swapped-in board has no control. An out-of-band channel to maintenance staff can be used to trigger the necessary response. If it is the bridging device itself that contains the bus-jamming malware, the jamming will be gone if the device attests itself successfully (since it needs to load the genuine image in order to pass the attestation). Otherwise, through a periodic polling to the bridging device, the verifier will be able to detect the absence of an attested bridging device. For 2), we also require the verifier to provide an out-of-band channel to the staff who hot swap the devices, informing them whether the newly plugged-in device has passed the attestation. They should only connect the plugged-in device with its peripherals after it has been successfully attested.

Admission requests and preventing impersonation attacks.

For the newly plugged-in device to acquire the symmetric key and start communicating with the rest of the system, it needs to explicitly issue a plaintext request to the verifier for attestation. Such an explicit admission request design allows the verifier to react to swapping event at any time on demand, without the need to periodically polling all hot-swappable devices. In other words, it addresses the shortcoming of the present CAN bus implementation that no reliable notification is provided when a new device joins the group. Once the verifier receives such an admission request, it issues an attestation request to the requesting device, and if successful, sends the symmetric key to it².

It requires an additional design to guard the admission request design against malware. Note that such a newly swapped-in device $d_{new}$ can be malicious, and thus can impersonate another clean device $d_c$ in its admission request. Upon receiving the admission request, the verifier would proceed to issue an attestation request to $d_c$, which being malware-free, in turn produces a good checksum within the time constraint. Then the verifier sends the symmetric key to $d_c$. The problem occurs if both $d_{new}$ and $d_c$ share a same CAN bus, where all messages are broadcast. $d_{new}$ would receive the symmetric key as well, even without going through the attestation process. The security mechanism would be bypassed this way.

To prevent such impersonation attacks for admission requests, whenever the bridging device receives an admission request apparently from a device $d_{req}$, it will send a plaintext status-inquiry message to $d_{req}$. If $d_{req}$ is indeed a newly plugged-in device, it will respond that it has not acquired the key also in plaintext. However, if $d_{req}$ is impersonated by another device $d_{mal}$, $d_{req}$ will respond to the bridging device with a message stating that it possesses the key. This message will be encrypted by the key. If $d_{mal}$ attempts to tamper with or block such a response message (e.g., by occupying the CAN bus), it will be detected by the bridging device. The bridging device will only forward the admission request to the verifier, if it receives only one plaintext message that $d_{req}$ has no key and during which the CAN bus is not jammed.

²This per-device attestation as well as the all-network attestation described later are conducted via plaintext messages.
Unified checksum response time \((UTime)\). To accommodate the differences between devices in terms of capabilities of finishing the computation and communication for the checksum result, we propose a unified checksum response time, \(UTime\) to characterize the overall time needed for a device to respond with a correct checksum for a given checksum function, including the time for checksum computation, e.g., device architectures [20], as well as that for delivering the result back to the verifier, e.g., network latency [11].

Adjusting device \(UTime\) with memory walk iterations. Based on \(UTime\), SwapGuard designs checksum functions for different devices in the substation automation systems such that they each incur almost the same expected \(UTime\) to make proxy attacks impossible to evade detection. In particular, SwapGuard first computes the minimal number of iterations required for a specified probability (e.g., 99.99999999% in this paper) that all memory locations are accessed in the random memory walk of the checksum function. Then it selectively increases the number of iterations for certain devices to adjust their \(UTime\) for a desirable schedule, where the bridging device is expected to finish attestation first, while others finish marginally later in succession.

The proposed simultaneous attestation largely achieves a close-to-shortest full-network attestation time, based on a given probability required for memory coverage. As we show in our experiments in Section VI, such attestation can take around 2.1 seconds for an entire substation automation system.

VI. EVALUATION

We evaluate SwapGuard on an RTU model that is used in real-world power grid substation automation systems.

A. Evaluation Setup and Checksum Logic Implementation

As shown in Figure 3, the RTU evaluated is equipped with 1 main board and 4 I/O boards, which are connected by a CAN bus. All boards are hot swappable. The specification of the computation capability of the boards can be found in Table I. The main board can allow up to 60 I/O modules to be connected to it via the CAN bus. The I/O boards sample analog and digital data from the connected sensors and meters, send digital signals to IEDs, and write the data to the CAN bus for transmission to the main board. The main board has an Ethernet communication interface (with a WIZnet W5100 Ethernet chip [23], which implements a fully hardwired TCP-IP stack operating at 100Mbps) for communication with the upstream control center via the IEC 60870-5-104 protocol.

<table>
<thead>
<tr>
<th>Board</th>
<th>Processor</th>
<th>CPU Clock</th>
<th>RAM</th>
<th>ROM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main</td>
<td>NXP LPC2294, ARM7TDMI-S</td>
<td>60MHz</td>
<td>16KB</td>
<td>256KB</td>
</tr>
<tr>
<td>I/O</td>
<td>NXP LPC1756, Cortex-M3</td>
<td>100MHz</td>
<td>1632KB</td>
<td>256KB</td>
</tr>
</tbody>
</table>

Table I

Specifications of the hot-swappable boards in the RTU

<table>
<thead>
<tr>
<th>Prob[Full coverage]</th>
<th>Computation time</th>
</tr>
</thead>
<tbody>
<tr>
<td>99.99%</td>
<td>0.3346 sec</td>
</tr>
<tr>
<td>99.9999%</td>
<td>0.668 sec</td>
</tr>
<tr>
<td>99.999999%</td>
<td>0.787 sec</td>
</tr>
<tr>
<td>99.99999999%</td>
<td>0.951 sec</td>
</tr>
</tbody>
</table>

Table II

CPU time needed for checksum computation at the 16KB-RAM I/O board, given the different requirements on the full coverage probability

All the boards have on-chip CAN controllers for CAN bus communications. The CAN protocol requires that all the devices on the shared CAN bus operate at the same bit/baud rate, which is set to 125kbps in our experiments.

We have implemented a checksum function based on that in [9], where the detailed design of the checksum logic can be found. We claim no contribution for the checksum logic in this work, and due to space limit we have to refer interested readers to the original paper for the checksum logic design. Our checksum function contains 26 ARM instructions for each memory access in the random memory walk. The random access speed of ROM is lower than RAM, however, with an on-chip hardware accelerator, their sequential access speeds (for loading code) are almost identical. Hence, when applying the checksum scheme in [9], we check both ROM and RAM to prevent an attacker from launching a memory copy attack by executing malicious code from the ROM while keeping the RAM unchanged.

B. Performance Evaluation

We set up our experiment scenario as in Figure 1, and use a desktop computer to mimic the verifier at the control center. The attestation request is sent from the verifier to the main board of the RTU via a switched Ethernet network.

Time needed for attesting individual devices. Figure 4, Figure 5 and Figure 6 plot the cumulative distribution functions for the end-to-end latency of attesting 2 types of I/O boards and the main board of RTU over 100 runs, respectively. They demonstrate that the time required for attesting an individual swapped-in device takes from around 1 to slightly more than 2 seconds, with most of the time spent on checksum computation. As required by software-based attestation, we compute the checksum at the highest microprocessor frequency, i.e., 60MHz for the main board, and 100MHz for the I/O board. Compared to the manual process of hot swapping itself, which usually takes more than 10 seconds, such an extra overhead of 1 – 2 seconds is likely acceptable. The attestation on the I/O boards is almost twice faster as compared to the main board (0.95 vs 2.03 seconds) for computing the checksum. This is due to that the I/O board processors operate at a higher frequency than that of the main board.

The variance in the response time is mainly due to the communication delay variation. For both types of boards, the variation is less than 0.5ms. In comparison, even under a rather pessimistic assumption\(^3\), the malware needs to incur at least

\(^3\)Our implementation uses 30 CPU cycles for each checksum update, and an attacker needs to incur at least one additional CPU cycle for each update.
functions for different boards, as shown in Table III. Besides, we also introduce a 5-millisecond delay between sending each adjacent CAN bus messages. The variance in the expected unified checksum response time $UTime$ between different boards is around 10 milliseconds, i.e., 0.5% over the $UTime$ for one board in the all-board attestation. This is smaller than the minimal 3% additional time needed by malware to bypass the detection of the attestation. The total duration for attesting the 5 boards is only slightly longer than that for attesting the main board (2.14 vs 2.03 seconds), as shown in Figure 7. This illustrates that our attestation scheme has a highly reduced duration compared to schemes that attest one device after another, e.g., in [11].

**Performance overhead for message encryption.** We implement message encryption for CAN bus communications using the HC128 stream cipher available via the wolfSSL library [25], which is a crypto library specifically designed for embedded devices. The HC128 stream cipher is one of the finalist ciphers in the eSTREAM project, and the fastest stream cipher available in wolfSSL.

Figure 8 illustrates the round trip time (RTT) without encryption from the verifier to an I/O board (via the Ethernet, main board, and the CAN bus), which is less than 2.45 milliseconds. Figure 9 illustrates the RTT when the communications over the CAN bus are encrypted with HC128. The time has been increased by around 1-millisecond to around 3.45 milliseconds. The overhead comprises of 4 cryptographic operations, i.e., a message encryption by the main board, a message decryption by the I/O board, followed by a message encryption by the I/O board, and a message decryption by the main board. We expect such overhead can be further reduced with more optimized implementation of the cryptographic primitives.

**VII. RELATED WORK**

Hot-swapping is a popular technique for various electrical and electronic systems [12], [14]. In a general context, malware infection through hot-swappable devices has been well studied. For example, [21] analyzes sophisticated malware embedded in USB firmware. However, in industry control
systems like power grids, there has been scarce research literature that systematically studies the technical mechanisms to defend against such an attack vector. In practice, many organizations rely on policy/procedure countermeasures to mitigate the risk. SwapGuard provides an effective technical means to support the existing policy/procedure measures.

A rich set of literature have attempted to address challenges with software-based attestation (e.g., [11], [19], [8], [20], [17], [18]), mostly focusing on attesting an individual device that is assumed to be isolated from others. The closest work to us is perhaps the VIPER scheme [11], which aims to securely attest multiple computer peripherals on a bus. Viper considers the case where a malware-infected peripheral may acquire assistance from other peripherals or external devices to produce the expected evidence while still meeting the timing constraint. Our system model and threat model differ from Viper in several aspects. Specifically, Viper does not consider the attack prior to the attestation of a device, and they assume it is possible to sort all peripherals according to their computing speed. Also, availability is less a concern in Viper's setting. In comparison, SwapGuard addresses these unique challenges that arise in a power grid setup.

The lack of basic security mechanisms with the CAN bus receives increasing attention over the past few years, especially with some major security breaches to cars [16]. Several research efforts have proposed mechanisms to strengthen its security [24], [4]. SwapGuard uses a lightweight secure enhancement of CAN protocol as a building block to guard against new plugged-in device that contains malware. The focus of SwapGuard is how to use such a component to help ensure the security of the overall design. Hence, SwapGuard can potentially leverage other security enhancement for the CAN bus as a building block.

VIII. Conclusion

In this paper, we present SwapGuard; a software-only solution for attesting hot-swappable power grid devices. SwapGuard can effectively prevent a malicious device swapped into the power system from being accepted or launching various attacks. It also provides an efficient all-board attestation scheme that can bootstrap a trustworthy state of the entire system. We evaluate SwapGuard with power grid devices presently deployed in power grids. The time required for attesting a hot-swappable device is around 2 seconds, so is the time to bootstrap the trust of a multi-board system. While this is likely an acceptable delay given that the physical operation of swapping devices usually takes more than 10 seconds, one of our ongoing efforts looks at how to further reduce the attestation time by optimizing the checksum design.
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